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1. Introduction

The purpose of this document is to guide user though the steps required to deploy a Storage
Concentrator Virtual Machine (SCVM) on VMware ESXi 5.x and 6.x and 7.x system using an .OVA file.
OVA is a virtual appliance package file that contains files for distribution of software that runs on a
virtual machine. The installation described in this document is for a base SCVM.

2. System Requirements
Following are the prerequisites for installing a new SCVM:

1.

This document assumes that ESX host is already installed and available for the SCVM to
be deployed.

8 GB or more of reserved memory for use by the SCVM.
4 Core CPU.
A minimum of 32 GB of storage for loading the StoneFly StoneFusion is required.
Two virtual networks defined in VMware ESXi server:

5.1. One for the LAN,

5.2. Another for the SAN.
There must be at least one physical interface reserved for each network.
Additional storage space (internal or external) to be managed by the SCVM.

SCVM package (SCVM OVA File, documents, and additional files).

Note: Please refer to this link to download the OVA file.
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3. SCVM Deployment

For SCVM deployment, there’s a need to create a VM using downloaded OVA file. Once it is created,
the virtual machine will then be tuned up for installation.

3.1 Create a VM with OVA

1. Log in to the VMware ESXi Web Client and go to the VMs tab.
2. Click on Create/Register VM
vmware ESXi"
“T% Navigator 0 @ localhost.localdomain
A E Host
Manage ¥ Create / Register VI Console [+ Poweron @ Powe Suspenc | e Refresh | Actions
Monitor .| Virtual machine ~ | Status ~  Used space ~  Guest 0S ~
Jump Machine Nil Q Normal 100.09 GB Microsoft Windows 10 (64-bit)
(51 Virtual machines ) .
ASN @ Normal 100.09 GB Microsoft Windows 10 (64-bit)
Create/Register VIV

mq T CreatelRegister SCVM-VDP @ Normal 8552 GB CentOS 6 (B4-bit)

M Ia Open in new window SCVM-CHAP o Naormal 166 2 GB CentOS 8 (B4-bit)
a Storage 1 5 Veeam Server 0 Normal 110.09 GB Microsoft Windows Server 20

€2 Networking E .| &1 veeam Linux Proxy & Normal 12.92 GB Ubuntu Linux (64-bit)
0. 5 SCVM-HA1 0 Naormal 292 09 GB CentOS 8 (B4-bit)
0. @ SCVM-HA2 o Normal 292.09 GB CentOS 6 (64-bit)
Quick filters.... v
‘ 2
|7 Recent tasks
Task ~ | Target ~ | Initiator ~ | Queued ~ | Started
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3. Select Deploy a virtual machine from an OVF or OVA file option and click on Next

ﬁj New virtual machine - SCVM (ESXi 6.7 virtual machine)

v (EEECTTT  Solect croation type

2 Select OVF and VMDK files

3 Select storage

How would you like to create a Virtual Machine?

4 License agreements . . .
Create a new virtual machine This option guides you through the process of creating a

5 Deployment options virtual machine from an OVF and VMDK files.
6 Additional settings Deploy a virtual machine from an OVF or OVA file
7 Ready to complete

Register an existing virtual machine

Back Next Finish | Cancel

4. Specify Name for the virtual machine and click to select files or drag/drop the
downloaded OVA file for SCVM

%41 New virtual machine - SCVM

+ 1 Select creation type Select OVF and VMDK files

2 S O e LA S Select the OVF and VIMDK files or OVA for the VM you would like to deploy

3 Select storage

SRS Enter a name for the virtual machine.

[scvm

5 Deployment options
6 Additional settings
7 Ready to complete

Virtual machine names can contain up to 80 characters and they must be unique within each ESXi instance.

Click to select files or drag/drop

Back ‘ Next Finish | Cancel
L i
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5. After uploading the OVA file and click Next

41 New virtual machine - SCVM

V' 1 Select creation type Select OVF and VMDK files

2 Select OVF and VMDK files Select the OVF and VMDK files or OVA for the VIV you would like to deploy

3 Select storage

O HETIED BT S Enter a name for the virtual machine.

5 Deployment options

- i B
6 Additional settings

Virtual machine names can contain up to 80 characters and they must be unigue within each ESXi instance.

7 Ready to complete

x @ SCVM.ova

Back | Next Finish | Cancel
- JL_— | S

6. Select Storage from available datastore

41 New virtual machine - SCVM

+ 1 Select creation type Select storage
¥ 2 Select OVF and VMDK files Select the storage type and datastore

b4 3 Select storage
4 License agreements -
Standard Persistent Memory
5 Deployment options

6 Additional settings Select a datastore for the virtual maching's configuration files and all of its' virtual disks.

7 Ready to complete

Name w  Capacity ~  Free v  Type ~ | Thinpro... v | Access v

datastore1 550.75 GB 2554 GB VMFS6 Supported Single

datastore2 273TB 355GB VMFSB Supported Single
2items

Back Next Finish | Cancel

A
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7. The order of NIC is very important. Use NIC1: VM Management Network for
management network and NIC2: Data Network for data network

8. Select Thick Provision radio button and Click on Next to continue

11 New virtual machine - SCVM

¥ 1 Select creation type Deployment options

v 2 Select OVF and VMDK files Select deployment aptions

v 3 Select storage

bd 4 Deployment options

5 Ready to complete Network mappings VM Management Netwark
BO-1-MGMT v
Data Network Data Network_10.1.1.x ~
Disk provisioning O Thin ® Thick
Power on automatically

Back ‘ Next Finish | Cancel

9. Verify the settings and hit Finish

41 New virtual machine - SCVM

¥ 1 Select creation type Ready to complete

¥ 2 Select OVF and VMDK files Review your settings selection before finishing the wizard

v 3 Select storage
v 4 Deployment options

5 Ready to complete Tl SCVM

VI Name SCVM

Files SCVM-disk1.vmdk

Datastore datastore2

Provisioning type Thick

MNetwork mappings VIV Management Network: BO-1-MGMT,Data Network: Data Network_10.1.1.x
Guest OS Name Unknown

z’ ' f Do not refresh your browser while this VM is being deployed.
-

Back | Next | Finish H Cancel

10. Wait for the Virtual Machine Deployment. This will take few minutes
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3.2 Edit VM Settings for SCVM
1. Right click on the deployed Virtual Machine and select Edit Settings option

"I Navigator 1 E] localhost.localdomain
B

Manage () GetvCenter Server | 41 Create/Register VM | Shutdown [B Reboot | (@ Refresh | {F Actions

VEies — localhost.localdomain

Version: 6.7.0 Update 3 (Build 14320388)
» (51 Virtual Machines ¢ State: Mormal (not connected fo any vCenter Server)
v 5] SCVM-OVA-T1 L Uptime 170 days
==

N @ Guest OS
' @ s . H is enabled on this host. You should disable SSH unless it is necessary for administrative purposes. Q Ad
» @ Jum &2 Snapshots
b (5] Vee: @ Console ur evaluation license for ESXi has expired.
v 51 AMS A
g Autostart
» [ Lab. “
are ~ Con
cturer Dell Inc Imag
PowerEdge R720xd vSph
[j‘ 12 CPUs x Intel(R) Xeon(R) CPU E5-2667 0 @ 2.90GHz » vMot
ory 127.96 GB

) | + syst
& Pe’”"S‘i Edit the settings for this virtual machine 0B ’

(5% Edit notes
- SKs

@]l Rename ~ | Target ~ | Initiator ~ | Queued

2. Click on Memory and adjust for a base system (If needed) and select Reserve all guest
memory. Systems using encryption require minimum of 8 GB. Systems using deduplication
require a larger memory size. This setting can be changed at any time as needed.

3. Click on CPUs and select number of CPU’s to use. Number of CPU’s will have an effect on
performance. This can be monitored and changed later. 4 CPU’s are recommended for a
base system. This can be set using Number of virtual sockets and Number of cores per
socket: fields.

() Edit settings - SCVM (ESXi 6.7 virtual machine)

|— Virtual Hardware —| VI Options

3 Add hard disk M8 Add network adapter 5 Add other device

» | cpPu o

4 v
> M8 Memory 8192 MB v

» o Hard disk 1 2 B »

» SCSI Controller 0

VMware Paravirtual v
EQ SATA Controller 0
USB controller 1 »
> H Network Adapter 1 VM Management Network ~ Connect
Lt e L Data Network_10.1.1.x ~ @ Connect
» =y CD/DVD Drive 1 il A i B

Save | | Cancel
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4. Add hard disk to create a new virtual disk and click Next

() Edit settings - SCVM (ESXi 6.7 virtual machine)

[_Vlrtu al Hardware VM Options

2 Add hard disk | B8 Add network adapter E Add other device

[ New standard hard disk

4 v
Mew standard hard disk -
8192 MB ~
32 GB v
P SEslEameie VMware Paravirtual v

ED SATA Controller 0
USB controller 1

» B Network Adapter 1

VM Management Network v Connect
L R Data Network_10.1.1x v & Connect
» 29 CD/DVD Drive 1 1 lmmt A simm T Canmant

| Save | | Cancel

5. Specify the disk size and set Disk Provisioning to Thick Provision lazily zeroed for particular
datastore in Location and hit Save

SCVM uses the first 64KB of any disk added. Make sure to add this to the required space when
creating a new disk. In this example 100.1GB disk will be created. This allows for 100GB of
usable disk plus the overhead. Set Disk Provisioning to Thick Provision lazily zeroed and click on
Browse to select the datastore to use. In this example the selected data store is datastore2.
Click on Next to Save
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1 Edit settings - SCVM (ESXi 6.7 virtual machine)

* mmal INCW MU UISK 10d GB v
Maximum Size 350.05 GB
Location [datastore2] SCVM-OVA Browse... |
Disk Provisioning O Thin provisioned

@ Thick provisioned, lazily zeroed
O Thick provisioned, eagerly zeroed

Shares Normal Y v

Limit - IOPs Unlimited v

Controller location SCSI controller 0 v SCSI (0:0) v
Disk mode Dependent v

Sharing v

0 Disk sharing is only possible with eagerly zeroed, thick provisioned disks.

Save || Cancel
6. Select SCSI Controller with Disk mode as Independent
7. Review the setting and Save the changes.
(] Edit settings - SCVM (ESXi 6.7 virtual machine)
L e Unlimited v
Controller location SCSI controller 0 o SCSI(0:0) v
Diskimare Independent - persistent
Sharing v
o Disk sharing is only possible with eagerly zeroed, thick provisioned disks.
™ Il SCSI Controller 0 VMware Paravirtual v
SCSI Bus Sharing None v
ED SATA Controller 0
USB controller 1 v
» EE Network Adapter 1 BO-1-MGMT v Connect
L m ey s Data Network_101.1.x v | & Connect
Sve J|_Cancel |
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8. Power on the newly created virtual machine
9. Launch the console for VM

10. Wait for the system to complete the booting process and login into the user console

CEEEHETE
8888 :8b :88 . ethB: (PC
e 8084 :8b: . ethB:
e 8084 :8b: .8: ethd: MAC: 3, PHY: 8, PBA No: BH8B068-800
umsnet: ir 1 NIC driver - wversion 1.4.9.8-k-NAPI
HBEAA:13:868 .8: # of Tx s : 4, # of Rx quewr : 4
mxnet3 BBBB:13:88.8: PCI p I 16 (level, low IRQ 16
csum vlan jf tso tsolPuvb lro highDMA
: ethl: NIC Link is Up 18888 Mbps
B ing ing interface: L ]
B ing ing i . e ethd: el18088e BBHH :8b:880.8: ethB: anging MU from 1588 to 1492
1888e: ethB NIC Link is Up 1888 Mbps Full wplex, Flow ntrol: Mone
Jetermining if ip address 188.188.188.168 is already in use for device ethd...
L 1
dringing wup interface ethl: wvmonet3 BBBA:13:88.8: ethl: intr type 3, mode B, 5 vectors allocated
mxnet3 BBBB:13:88.8: ethl: NIC Link is Up 18888 Mbps
Jetermining if ip address 18.1.1.288 is already in use for device ethl...
L 1
ipetl: lost 5 rtc interrupts
Btarting system message bus: Unknown username “gdm' in message bus configu
L
btarting

L
L
L
L
a

Sof tware Watchdog Timer: B8.87 initialized. soft_noboot=8 soft_margi

mcelog daemon

proces:

37 PM PDT SYSTEM:

.oncentrator
2-168-8-254 IP: 1f 1686.8.254
the Graphical 1
se <Alt-F1 I messag
while the Con
- Copyright (c) 28

use <Alt-F1> fo g

ibled while the Cons
‘ Fly - Copyright (c) 20882-2822. All Rights Re
192-168-8 login:
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12. Enter 2 to configure the Network

System Name: B 168.8.254 Uersion:

Storage Concentrator

1- Admin
Z- Network...
g- Logout

13.Configure the network settings. After saving the settings by s, enter q at the command
prompt to exit back to the service menu.

System Name: 3C-19Z2-168-8-254 IP: 192.168.8.254 Uersion: §.8.4

Storage Concentrator

>Network

186.166 .160 .8)
5 -> 188.168.188.255)

> 186.16060.160.151)

Back to Serwvice...

e Concentrator
-186-188-1068-168 IP: 106.100.1688.168 Uersion: 8§.8.4.22
se to IQANEPPSISUISEIIN for the Graphical User Interface.
the CRT console, e <Alt-F1> f )Y
1ie GUI will be d led while the Console Service Menu is
d by Sto ly - Copuright (c) 2882 2. All Rights Res
188-188-188-168 login: _
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4. SCVM Configuration

Open the SCVM's Management IP on a Web Browser and if the product isn’t licenced, here you'll
find the System UUID please copy this string and share with the support team , the team will
generate the trial license for you and send it back to you accordingly.

B

C A Notsecure | htps://100.100.100.160/StoneFly/bin/login.pl

STONEFLY

Your StoneFusion Base OS evaluation period has expired. Please renew your license.

Licensing

System Name System UUID Vendor Serial
Number

SC-100-100-100-160 B9234D56-E880-6FB4-4E4D- 00:0C:29:2E:E9:BB
DEE72A2EE9BB

Licensed Feature Name License Key

StoneFusion Base OS $C-100-100-100-160 No License
SC-100-100-100-160 ]
SC-100-100-100-160

Undo Submit

License Activation

System Name System UUID
SC-100-100-100-160 B9234D56-E880-6FB4-4E4D-DEE72A2EE9BB

Product Key

Activate

System Time: Fri 02 Sep 2022 01:16:37 AM PDT

1. If licensed, please login to using username as admin with M@n4glng as password

B

< C A Notsecure | https;//100.100.100.160/StoneFly/bin/login.pl

STONEFLY

Login
License Activation

System Name System UUID
SC-100-100-100-160 C1324D56-DD27-2215-155C-E335A1D42099

Product Key

Activate

System Time: Thu 08 Sep 2022 03:36:29 PM PDT
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2. After successful login, SCVM dashboard will appear as first screen

€« C A Notsecure | hitps;//100.100.100.160/StoneFly/bin/new_home.pl Q ¥ %« a»0

ISCSI LAN IP: NAS LAN 1P:
100.100.100.160 100.100.100.160

NETWORK

3. The default User ID’s are stonefly for administrative users and demo forobserver.
The default passwords should be changed on first login to secure the system.

3.1 To change the passwords navigate to System > User > Detail > Select
User and enter the new password and click on Submit. This should be per-
formed for both default User IDs

3.2 To add new user client on the Add User tab and specify the username
along with password

C A Notsecure | hips//100.100.100.160/StoneFly/bin/users.pl?modify_id=1 a2 «# a» 0

8000 ( support )

@ Help
Infarmation s Y Detal e

Admin
SC-100-100-100-180

ADMINISTRATOR Network
SelectUser  admin

Edit User admin

Login | admin

Password

Confirm Password

Disable AP1

Use Two Factor Authantication
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@ Information

$C-100-100-100-160 Sk

ADMINISTRATOR Network

Diagnostics

 Expand Al o
Notifications

Ups

Users

System

&3 information
& Admin

[ Notwork

& piagnostics
A Notifications
ups

& users

summary

4. To configure network;

Detail

Add User

Login

Administration Level

Password

Confirm Password

‘Submit

ative (All)

4.1. Navigate to System -> Network-> Local iSCSI Data Port page.

4.2. Enter the Local Host GbE IP Address and click on Submit.

C A Not secure | hitps//100.100.100.160/Ston

Information
Admin

Network
Diognostics
Notifications
uPs

Users

System

3 information

& Admin

) Notwork
¥ Dotaport
Rt Momagoment Port
il Routing

# Pro-rolocation Chock

eFly/bin/ff

work pl?mode=gbe

1P Address | Network

(©) Logout

@ Help

Uso Jumbo Frames B

ISCS! Listoning Port

1P Addross

Net Mask

3260

1011200

2562662660

Network interfaces

MAC Address

To Server

Note: It is recommended to have data network segregated from the management network.
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5. Review the popups and click on Ok.

100.100.100.160 says

Network changes will be applied. All host sessions
should be logged out during any network

modification.

Do you wish to continue?

100.100.100.160 says

Changing the Data Port settings could affect hosts
that are currently logged onto volumes.

Continue with setting change?

If so, update affected hosts of the new settings
at 18.1.1.200:3260.

3 B3
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6. Navigate to Resources -> Summary page. A list of available resources will be dis-
played.
7. The use type must be set before a resource can be used. Use Type include:
7.1. Managed is the most common, this allows for iSCSI and NAS

volume creation plus Advanced Features based upon licensing.

7.2. Pass Thru is only used when migrating existing data into a Stone-
Fly volume and should only be used temporarily.

7.3. Flash Cache is only used when higher speed storage is available to
cache write operation for a slower speed resource.

7.4. NAS Managed can only be used to create NAS volumes and cannot
be split into multiple volumes.

In most cases the use type of Managed should be selected. Select the same and click hit Sub-

mit button.

Resources

I summary
i etail

+ Create Flash Cache

/ Fiash Cache Configuration
@ Create Object Storage
VMware-Virtual disk

System

&3 information
& Admin
Network
§ Diognostics
Discover
A Notifications
D s RESOURCE SUMMARY AS OF THU 08 SEP 2022 04:10313 PM PDT

& users
Search:

show | 10 v | entries

Roports Available

Use Type Resource Name Path  Type Size Status  Delete
(ciB)

$C-100-100-100-160 scsi2:0%

LUN O

(X X NoX X}

The configuration is completed at this point. iSCSI or NAS volumes can now be created as needed.
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5. Other Available Features

The Storage Concentrator User Guide is available to discover more features available. Some of
the available features are listed below:

High availability Cluster

This feature allows for the creation of an Active-Active Cluster of 2 SCVM'’s. This allows for
maintenance on 1 system while the other remains active for host utilization.

Scale Out

This feature allows for expanding NAS volumes while distributing workloads between multiple
Storage Concentrators. Scale Out node can be created across SCVM and physical hardware.

iSCSI

iSCSI volumes can have snapshots, sync mirroring, Async replication, thin volumes, encryption
and deduplicated volumes.

NAS

NAS volumes can be configured with snapshots.
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